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Standard problem

We are standing at time ¢ = 0 in state Xy = xy.

max F
u

T
/ h(s, Xs,us)dt + F(Xr)
0

dXt = /L(t, Xt, ut)dt + O'(t, Xt, Ut)th

For simplicty we assume that

e X Is scalar.

e The adapted control u; is scalar with no restrictions.

We denote this problem by P

We restrict ourselves to feedback controls of the form

uy = u(t, Xy).
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Dynamic Programming

We embed the problem P in a family of problems Py,

Ptx .

max Ey

T
/ h(s, Xs,us)dt + F(Xr)
¢

dX p(t, Xs,us)ds + o (s, Xs, us)dWs,
Xt = X

The original problem corresponds to Py 4.

Def:

For P.., we denote the optimal value function by
V (t, ) and the optimal control law by 4'(s, y)
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Bellman

We now have the Bellman optimality principle, which says that the family
{P; t >0,z € R} are time consistent.

For t <7 < T we have

a'(s,y) =47 (s,y), fors>r1, ycR

We also have the Hamilton-Jacobi-Bellman equation

HJB:
1
Vi(t, x) + sup {h(t, xr,u) + pu(t,z,u)Vy(t,x) + 502(t, x,u) Vet :U)} = 0,
V(T,z) = F(x)

— Typeset by Foil TEX — 5



Three Disturbing Examples

Hyperbolic discounting

max F
u

/T (70(T T t)h‘<XS7 us>dt + F(XT>

t,x

Mean variance utility

max B, , [Xg] — %vam,x (X7)

u

Endogenous habit formation

max F, . [In (X7 — )]

u

dX; = [rX: + (a — r)ugldt + oudW;
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Moral

e These types of problems are not time consistent.
e We cannot use DynP.
e In fact, in these cases it is unclear what we mean

by “optimality”.

Possible ways out:

e Easy way: Dismiss the problem as being silly.

¢ Pre-commitment: Solve (somehow) the problem
Po.z, and ignore the fact that later on, your
“optimal” control will no longer be viewed as
optimal.

e Game theory: Take the time inconsistency

seriously. View the problems as a game and look
for a Nash equilibrium point.

We use the game theoretic approach.
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Previous Literature

For optimal consumption and investment problems,
time inconsistency has been studied by:

Ekeland-Lazrak-Pirvu.

max F

” t,x

/T o(T — t)h(Xs, us)dt + F(X7)

Basak-Chabakauri

max B, [X7] - %Vart,x (X7)

u

In both cases wealth dynamics are given by

dX; = [rX: + (a — r)u|dt + ou dWy
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Contributions of present paper

Earlier literature:

e Ekeland et al studies only hyperbolic discounting.

e Basak studies only mean-variance. Furthermore

— Basak relies heavily on a “total variance formula”.
— Some arguments are less than completely clear.

Present paper:

e \We study a considerably more general problem.
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Our Basic Problem

max B, [F(t,z, X7)|+ G (t,z,E, , [ Xr])

u

dXs = p(t, Xs,us)ds + o(s, X, ug)dWs,
Xt = X

This can be extended considerably.

For simplicity we will consider the easier problem

max I, , F(X7)]+G (Et,a: [XT])

(7
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The Game Theoretic Approach

e We view this as a game where there is one player
for each t.

e Player No t chooses the control function u(t,-) at
time ¢, and applies the control u(t, X})

e The value, to player No ¢, if all players use the
control law u is

J(t,w;u) = By, [F (X7)] + G (B, , [X7])

Def: The strategy u is a Nash subgame perfect
equilibrium if the following hold for all ¢.

e Assume that all players No s with s > t use the
control (s, Xs).

e Then it is optimal for player No ¢ also to use
u(t, Xy).
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e [ hisis a bit delicate to formalize in continuous time.

e Thus we turn to discrete time, and then go to the
limit.
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Discrete Time

Given: A controlled Markov process {X,, : n=0,1,...T}
Def:

e For each n and each fixed real number u € R we
have the transition probabilities

po(z,dz) = P (X411 € dz| X, =2, up = u)

e The operator P" is defined for a function sequence
{frn(x)}, where f,, : R — R by

(Pf), (x) = / Farn(2)p(x, d2)

R
(P“f),, (@) = E|fon+1 (Xnt1)| Xon = 2, up =y
e The “infinitesimal operator’” A" is defined by

AU =P -1
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Equilibrium

Def:

e The value function is defined by

Jn(2,0) = En,:z: [F(X%)] +G (En,x [X%D

e The control law # is an equilibrium strategy if the
following hold for each fixed n.

— Assume that all players No & for
k=n+1,...,T7 —1 use ug(-).
— Then it is optimal for player No n to use ,(-).

e The equilibrium value function is defined by
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Important Idea

It turns out that a fundmental role is plyed by the
function sequence f,, defined by

where 1 is the equilibrium strategy.

The process f,(X,,) is of course a martingale under
the equilibrium control 4 so we have

Alf.(x) = 0,
fr(x) = =x.
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Extending HJB

Proposition: The equilibrium value function satisfies the system

sup {A"V,,() = A*(Go f), (2) + (Hf), ()} = O,

Vr(z) = F(x)4+ G(x)
Alf (x) = 0,
fr(x) = =x.

(Huf)n (:B) =G (Pufn(x)) -G (fn(x)) 9 fn(x) — En,x [X%}

Note the fixed point character of the problem.
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Continuous Time

The discrete time results extend immediately to
continuous time.

e Now X is a controlled continuous time Markov
process with controlled infinitesimal generator

1 "
Aug(tvaj) — %ﬂ%% {Et,x [g(t _|_ h7 t—l—h)] o g(t,a:)}

e The extended HJB is now an equation with time
step [t,t + hl.

e Divide the discrete time HJB equations by A and let
h — 0.
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Extended HJB Continuous Time

Proposition: The optimal value function satisfies the system

Sup {A"V(t,z) — A" (Go f) (t,x) + (H"f) (t,z)} = 0,
Aaf(ta le) = 0,

V(T,z) = F(x)+ G(x)

f(T,z)

I
S

(H ) () = Jim 5 {G (Bus [£(04+ R, X0 ) = G (f(5,2)))

Note the fixed point character of the extended HJB.
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The operator H“

1

H"f(t,z) = %ii%ﬁ {G(Evy [f(t+h,XM40]) —G(f(t2)}

We have, to first order,
Etaw [f(t _|_ hv X?—l—h)} — f(tv :E) _|_ Auf(t7 x)h
Thus, to first order,

G (Buy [f(t+h, X))
=G (f(t,z) + G (f(t,z)) - A“f(t z)h

Thus

Hf(t,z) =G (f(t,z)) - A" f(t,2)
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Extended HJB Continuous Time

Proposition: The optimal value function satisfies the system

sup {ATV(t, z) — AT(G o f) (£ ) + G (f(t,x)) - A"f(t, )}

Af(t,x)
V(T, x)
f(T,x)
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Diffusion Case

If X is a scalar SDE of the form
dXt = ,u(Xt, ’U,t)dt -+ O'(Xt, Ut>th

then the extended HJB takes the form

sup {A“V(t,x) — %(72(.%‘,11,)@” (f(t,x)) fi(t,az)} = 0,

u

Aﬂf(tv ZIZ) = 0,
V(T,x) = F(x)+ G(z)
f(T,z) = =x.
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Optimal for what?

In continuous time, it is not immediately clear how to
define an equilibrium strategy. We follow Ekeland et
al.

e Consider a fixed control law .
e Fix (t,z) and a “small” time increment h.
e Choose an arbitrary real number w.

e Consider the control law (¢, ) defined by

in(s,y) = u(s,y) for t+h<s<T
UnisY) = u for t<s<t+h

Def: The control law % is an equilibrium control if

lim J(t,x,u) — J(t,x,up) >0
h—0 h

for all choices of ¢, x, h, wu.
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Verification Theorem

Theorem: Assume that V, f and « satisfies the
extended HJB system. Then V is the equilibrium
value function and 4 is the equilibrium control.
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Connection to Standard Problems

e Assume that we know the equilibrium strategy 1.
e Then we can compute f.
e Now define the function A(t,z,u) by

h(t,z,u) = (H"f)({,z) — A" (Go [) (i, z)

The extended HJB takes the form

sup {A“V(t,x) + h(t,z,u)} = 0,

V(T,x)

F(x) + G(x)

This is the HJB for the time consistent problem

max Ey .,

/ * h(s, Xo un)dt + F(Xp) + G(Xr)

— Typeset by Foil TEX — 24



Practical handling of the theory

e Make an Ansatz for V.
e Make an Ansatz for f.

e Plug everything into the extended HJB system and
see what you get.
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Basak’s Example

dSt = OéStdt + O'Stth,
dBt = TBtdt
X; = portfolio value process
uw = amount of money invested in risky asset

Problem:

max FE, , [X7]— %Va’rt,x (X7)

dXt = [TXt + (CE — T)Ut]dt + O'Utth

This corresponds to our standard problem with
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Vt+811p{

Ansatz:
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Extended HJB

r X + (o — r)ulV, + %02u2Vm —
Vt,e) = g(t)x + h(t)

,y
—0

2

2u2f2}
V(T, )

Al f
f(T;x)
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Extended HJB

HJB equation becomes:

gix + hy + sgp {[’mc + (a0 — 1)ulg(t)

e Embedded static problem:

u

e Optimal control

Plug back into HJB.
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max {(oz —7r)g(t)

2
U — 102u2A2}
2
_la—rg(?)
oy 02 A2
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HJB equation becomes:

gtx + he + gra +

Separation of variables gives

2y

gt +gr
g(T)

We obtain g(t) = (T,

Furthermore
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We need to solve the PDE for the function f:

Alf(t,z) = 0
f(Tx) =

The PDE becomes:

1 (o —1)2erT=1)

Ath+Bt—|—TxA+— —

v o2 A

AT) =
B(T) =

Separation of variables gives us

At—|-A7° = 0
AT) = 1

We obtain
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Separation also gives us

B, = l(o‘_2"“)2
v oo
B(T) = 0
with solution
1(a—r1)?
B(t) = — T —t
(1) = T -

We go back to the equation for A:

1 (a— 'r)2
h —
¢+ + o2 0
h(T) = 0
We obtain
1 (o —1r)?
h(t) = T —
(1) = 5o (T 1)
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Result

The equilibrium value function and strategy are given
by

1 (a—1)?
Vit,e) = T Vo + 27( o2 ) (T —1)
~ la—r —r(T—t
u(t,x) = o e (=)
rr—t). , Lla—r1)?
f(t,z) = e a:—l—; — (T —1t)
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Equivalent Standard Problem

The Basak problem has the same optimal control as
the time consistent problem

2 T
X1 — % eZT(T‘S>u§ds]

t

max Ey

dX: = [rX: + (a — r)ug|dt + oudWy

We note in passing that

o?udt = d{(X),
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